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Chapter 3

Closed 3-manifolds
with Positive Ricci
Curvature

In this chapter we present a proof of Hamilton’s classification of closed 3-
manifolds with positive Ricci curvature. The idea of the proof of Hamilton’s
theorem is to get estimates for various geometric quantities associated to
the evolving metric, such as the curvature and its derivatives, which will
show the metric limits to a constant positive sectional curvature metric. In
Section 2 we consider the maximum principle for 2-tensors, which we shall
apply to the Ricci tensor to get pointwise estimates for its pinching. The
maximum principle for systems enables us to estimate the curvatures by a
suitable analysis of this ode system, which we carry out in Section 3. Then
we discuss the gradient of the scalar curvature estimate, which unlike the
pointwise pinching estimates for curvature, allows us to compare curvatures
at different points. Finally we state the exponential convergence results for
closed 3-manifolds with positive Ricci curvature and present their proof.

1. Hamilton’s 3-manifolds with positive Ricci curvature
theorem

Now we present the theorem which started Ricci flow. First note that by
(2.11) the evolution of the volume form is given by

(3.1)
∂

∂t
dµ = −Rdµ

127



128 3. Closed 3-manifolds with Positive Ricci Curvature

and Vol (g) +
∫
Mn dµ evolves by

(3.2)
d

dt
Vol (g (t)) = −

∫
M
Rdµ.

Since this is not zero in general, we modify (normalize) the Ricci flow equa-
tion to make the volume constant. In particular, we define the normalized
Ricci flow by

(3.3)
∂

∂t
g̃ij = −2R̃ij +

2

n
r̃g̃ij ,

where r̃ = Vol (g̃)−1 ·
∫
Mn R̃ dµ̃ is the average scalar curvature. We then

have (again use (2.11))

(3.4)
d

dt
Vol (g̃ (t)) = 0

under the normalized Ricci flow. Given a solution g (t) , t ∈ [0, T ), of the
Ricci flow, the metrics

(3.5) g̃
(
t̃
)
+ c (t) g (t) ,

where

(3.6) c (t) + exp

(
2

n

∫ t

0
r (τ) dτ

)
, t̃ (t) +

∫ t

0
c (τ) dτ,

are a solution of the normalized Ricci flow with g̃ (0) = g (0) . Hence solutions
of the normalized Ricci flow differ from solutions of the Ricci flow only by
rescalings in space and time.

Exercise 3.1. Prove that g̃
(
t̃
)

is a solution of the normalized Ricci flow.

The remainder of this chapter will be devoted to proving the following.

Theorem 3.2 (Hamilton, 3-manifolds with positive Ricci curvature). Let
(M3, g0) be a closed Riemannian 3-manifold with positive Ricci curvature.
Then there exists a unique solution g (t) of the normalized Ricci flow with
g (0) = g0 for all t ≥ 0. Furthermore, as t → ∞, the metrics g(t) converge
exponentially fast in every Cm-norm to a C∞ metric g∞ with constant pos-
itive sectional curvature.

2. The maximum principle for tensors

Since the Ricci and Riemann curvature tensors satisfy heat-type equations,
just as the scalar curvature does, one can apply the maximum principle,
which we develop in this section, to derive estimates. Given that a symmetric
2-tensor satisfies a heat-type equation, we would like to know when the
nonnegativity of the 2-tensor is preserved as time evolves. A result in this
direction is provided by Hamilton’s maximum principle for tensors. A
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word about notation: if α is a symmetric 2-tensor, then α ≥ 0 means that
α is nonnegative definite.

Theorem 3.3 (Maximum principle for symmetric 2-tensors). Let g (t) be
a smooth 1-parameter family of Riemannian metrics on a closed manifold
Mn. Let α(t) be a symmetric 2-tensor satisfying

∂

∂t
α ≥ ∆g(t)α+∇X(t)α+ β,

where X (t) is a time-dependent vector field and

β (x, t) = β (α (x, t) , g (x, t))

is a symmetric (2, 0)-tensor which is locally Lipschitz in all its arguments.
Suppose β satisfies the null-eigenvector assumption that if Aij is a non-
negative symmetric 2-tensor at a point (x, t) and if V is such that AijV

j = 0,
then

βij (A, g)V iV j ≥ 0.

If α (0) ≥ 0, then α (t) ≥ 0 for all t ≥ 0 as long as the solution exists.

Proof. Suppose that (x1, t1) is a point where there exists a vector V such
that

(
αijV

j
)

(x1, t1) = 0 for the first time (so
(
αijW

iW j
)

(x, t) ≥ 0 for all
W, x ∈M, and t ≤ t1). Choose V to be constant in time. We then have at
(x1, t1)

∂

∂t

(
αijV

iV j
)

=

(
∂

∂t
αij

)
V iV j

≥ (∆αij)V
iV j +Xk (∇kαij)V iV j + βijV

iV j

≥ (∆αij)V
iV j +Xk (∇kαij)V iV j .

To handle the last line, we extend V in a neighborhood of x1 by parallel
translating it along geodesics (with respect to the metric g (t1)) emanating
from x1. It is easy to see that ∇V (x1, t1) = 0 and it can also be shown that
∆V (x1, t1) = 0. Thus we have

∂

∂t

(
αijV

iV j
)
≥ ∆

(
αijV

iV j
)

+Xk∇k
(
αijV

iV j
)
≥ 0

by the first and second derivative tests. This shows that when α attains a
zero eigenvalue for the first time, it wants to increase in the direction of any
corresponding zero eigenvector. We can make the above argument rigorous
by adding in an ε > 0 just as for the scalar maximum principle in Section 3
of Chapter 2. In particular, we can show that there exists δ > 0 such that
α ≥ 0 on [0, δ] by applying the above argument to the symmetric 2-tensor

Aε (t) + α (t) + ε (δ + t) g (t)
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for ε > 0 sufficiently small and then letting ε→ 0. Tracking the dependence
of δ on α, we find that on any compact time interval I we may apply this
argument again to show that α ≥ 0 on [δ, 2δ] ∩ I. Continuing this way, we
conclude that α ≥ 0 on all of I. �

Exercise 3.4. Complete the proof of Theorem 3.3.

Recall that the evolution of the Ricci tensor is given by (2.43)

∂

∂t
Rij = ∆LRij = ∆Rij + 2Rkij`Rk` − 2RikRjk.

So in order to prove that the nonnegativity of the Ricci tensor is pre-
served under the Ricci flow, all we need to do is to show that at any point
and time where RijW

iW j ≥ 0 for all W and RijV
j = 0 for some V, we have

(Rkij`Rk` −RikRjk)V iV j ≥ 0.

Unfortunately, when n ≥ 4, this is not possible in general. The main reason
for this is that the Riemann curvature tensor cannot be recovered solely
from the Ricci tensor (indeed, this is why the Weyl tensor does not vanish
in general when n ≥ 4). The exception to this is when n = 3, in which case

Rijk` = Ri`gjk +Rjkgi` −Rikgj` −Rj`gik −
R

2
(gi`gjk − gikgj`) .

Substituting this into (2.43), we obtain the following.

Lemma 3.5 (3d evolution of Ricci). If n = 3, then under the Ricci flow we
have

(3.7)
∂

∂t
Rij = ∆Rij + 3RRij − 6RipRjp +

(
2 |Rc|2 −R2

)
gij .

Exercise 3.6. Prove (3.7).

By the maximum principle for tensors we have

Corollary 3.7 (Nonnegative Ricci is preserved). If
(
M3, g (t)

)
, t ∈ [0, T ),

is a solution to the Ricci flow on a closed 3-manifold with Rc (g (0)) ≥ 0,
then Rc (g (t)) ≥ 0 for all t ≥ 0 as long as the solution exists.

Proof. We easily check that the tensor

βij = 3RRij − 6RipRjp +
(

2 |Rc|2 −R2
)
gij

satisfies the null-eigenvector assumption with respect to αij = Rij . In par-
ticular, if at a point and time Rc has a null-eigenvector V (we do not need

Rc ≥ 0 here), then 2 |Rc|2 −R2 ≥ 0 and

βijV
iV j =

(
2 |Rc|2 −R2

)
|V |2 ≥ 0.

�
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Exercise 3.8 (Preservation of Ricci pinching).

(1) Show that nonnegative sectional curvature 1
2Rgij − Rij ≥ 0 is pre-

served under the Ricci flow on a closed 3-manifold.

(2) Show that if R > 0, then the inequality Rij ≥ εRgij is preserved for
any ε ≥ 0 (of course, ε ≤ 1/3).

3. Curvature pinching estimates

Now that we know that the nonnegativity of the Ricci tensor is preserved
under the Ricci flow on closed 3-manifolds, we are interested in a more
precise understanding of the Ricci tensor as the metric evolves. A useful
tool is the maximum principle for tensors as discussed in Section 2. This
principle has been abstracted to the following setting.

Recall that Rm is a section of the bundle π : E → M, where E +
Λ2Mn ⊗S Λ2Mn. Throughout this book, Rm will sometimes be considered
as a section of E and other times as an operator Rm : Λ2Mn → Λ2Mn.
The bundle E has a natural bundle metric and connection induced by the
Riemannian metric and connection on TM. Let Ex + π−1 (x) be the fiber
over x. For each x ∈ M, consider the system of ode on Ex corresponding
to the pde (2.70) obtained by dropping the Laplacian term:

(3.8)
d

dt
M = M2 + M# ,

where M ∈ Ex is a symmetric N × N matrix, where N = n(n−1)
2 =

dim so (n) . The maximum principle for systems (for a proof of a more
general version which applies to sections of vector bundles satisfying heat-
type equations, see §4 of [277] or [153]) says the following. A set K
in a vector space is said to be convex if for any X,Y ∈ K, we have
sX + (1− s)Y ∈ K for all s ∈ [0, 1] . A subset K of the vector bundle
E is said to be invariant under parallel translation if for every path
γ : [a, b] → M and vector X ∈ K ∩ Eγ(a), the unique parallel section
X (s) ∈ Eγ(s), s ∈ [a, b] , along γ (s) with X (a) = X is contained in K.

Theorem 3.9 (Maximum principle applied to the curvature operator). Let
g (t) , t ∈ [0, T ), be a solution to the Ricci flow on a closed manifold Mn. Let
K ⊂ E be a subset which is invariant under parallel translation and whose
intersection Kx + K ∩Ex with each fiber is closed and convex. Suppose the
ode (3.8) has the property that for any M (0) ∈ K, we have M (t) ∈ K for
all t ∈ [0, T ). If Rm (0) ∈ K, then Rm (t) ∈ K for all t ∈ [0, T ).
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Since if Rm ≥ 0, then Rm2 ≥ 0 and Rm# ≥ 0 (see Lemma 2.57), by
(2.70) and the above theorem, we have the following.

Corollary 3.10 (Rm ≥ 0 is preserved). If (Mn, g (t)) , t ∈ [0, T ), is a
solution to the Ricci flow on a closed manifold with Rm (g (0)) ≥ 0, then
Rm (g (t)) ≥ 0 for all t ∈ [0, T ).

In dimension 3, if M (0) is diagonal, then M (t) remains diagonal. Let
λ1 (M) ≤ λ2 (M) ≤ λ3 (M) be the eigenvalues of M. Under the ode the
ordering of the eigenvalues is preserved and we have by (2.74)

dλ1

dt
= λ2

1 + λ2λ3,

dλ2

dt
= λ2

2 + λ1λ3,(3.9)

dλ3

dt
= λ2

3 + λ1λ2.

With this setup, we can come up with a number of closed, fiberwise convex
sets K, invariant under parallel translation, which are preserved by the ode.
Each such set corresponds to an a priori estimate for the curvature Rm .

The following sets K ⊂ E are invariant under parallel translation and
for each x ∈M, Kx is closed, convex and preserved by the ode (3.9).

(1) Given C0 ∈ R, let K = {M : λ1 (M) + λ2 (M) + λ3 (M) ≥ C0} .
The trace λ1 +λ2 +λ3 : Ex → R is a linear function, which implies
that K is closed and convex. That K is preserved by the ode (3.9)
follows from

d

dt
(λ1 + λ2 + λ3) =

1

2

[
(λ1 + λ2)2 + (λ1 + λ3)2 + (λ2 + λ3)2

]
≥ 2

3
(λ1 + λ2 + λ3)2 ≥ 0.(3.10)

(We interjected the first inequality since we will find it useful later.)
Hence,

(lower bound of scalar is preserved) if R ≥ C0 at t = 0 for
some C0 ∈ R, then

(3.11) R ≥ C0

for all t ≥ 0. This is something we have already seen in Corollary
2.11.

(2) LetK = {M : λ1 (M) ≥ 0} . EachKx is closed and convex since λ1 :
Ex → R is a concave function. Indeed, λ1 (M) = min|V |=1 M (V, V )
so that

λ1 (sM1 + (1− s) M2) ≥ sλ1 (M1) + (1− s)λ1 (M2)
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for all s ∈ [0, 1] . We see that K is preserved by the ode since

dλ1

dt
= λ2

1 + λ2λ3 ≥ 0

whenever λ1 ≥ 0. That is, if M (t) is a solution of the ode (3.9)
with λ1 (M (0)) ≥ 0, then λ1 (M (t)) ≥ 0 for all t ≥ 0. This implies
(this is a special case of Corollary 3.10)

(nonnegative sectional curvature is preserved) the condition

(3.12) Rm ≥ 0

is preserved under the Ricci flow. Since any 2-form on a 3-manifold
is the wedge product of two 1-forms, this is equivalent to the sec-
tional curvature being nonnegative.

(3) Let K = {M : λ1 (M) + λ2 (M) ≥ 0} . Since λ1 + λ2 is concave,

(λ1 + λ2) (M) = min {M (V1, V1) + M (V2, V2) : {V1, V2} orthonormal} ,

we have that K is closed and convex. We compute

d

dt
(λ1 + λ2) = λ2

1 + λ2
2 + (λ1 + λ2)λ3 ≥ 0

whenever λ1 + λ2 ≥ 0. From this we see that

(nonnegative Ricci is preserved)

(3.13) Rc ≥ 0

is preserved under the Ricci flow since the smallest eigenvalue of
Rc is 1

2 [λ1 (Rm) + λ2 (Rm)] .

(4) Given C ≥ 1/2, let

K = {M : λ3 (M) ≤ C (λ1 (M) + λ2 (M))} .

Since λ3 is convex (λ3 (M) = max|V |=1 M (V, V )) and λ1 + λ2 is
concave, we have that Kx is convex for all x ∈M. That each Kx is
preserved by the ode follows from the calculation

d

dt
[λ3 − C (λ1 + λ2)] = λ3 (λ3 − C (λ1 + λ2))− C

(
λ2

1 −
1

C
λ1λ2 + λ2

2

)
.

In particular, if λ3 − C (λ1 + λ2) = 0 and C ≥ 1/2, then

d

dt
[λ3 − C (λ1 + λ2)] ≤ 0.

Suppose Rc (g (0)) > 0. Since M3 is compact, there exists C ≥ 1/2
such that at t = 0

(3.14) λ3 (Rm) ≤ C (λ1 (Rm) + λ2 (Rm)) .
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That is, Rm (g (0)) ⊂ K. By the maximum principle for tensors,
Rm (g (t)) ⊂ K and inequality (3.14) is true for all t ≥ 0. Now
(3.14) implies Rc ≥ C−1λ3 (Rm) g ≥ 1

3C
−1Rg. Thus,

(Ricci pinching is preserved) the conditions that R > 0 and

(3.15) Rc ≥ εRg (n = 3)

for some constant ε > 0 are preserved under the Ricci flow. In
particular, since M3 is compact, we have Rc > 0 is preserved.
(Compare with Exercise 3.8.)

Remark. Note that if (3.14) is satisfied and if

(λ1 (Rm) + λ2 (Rm)) (x0, t0) < 0

for some (x0, t0) ∈ M3 × [0, T ), then since C ≥ 1/2, we have
λ3 (Rm) = λ1 (Rm) = λ2 (Rm) at (x0, t0) . Since λ1 + λ2 < 0
holds on a connected neighborhood U of x0 at time t0, we have
λ1 = λ2 = λ3 = R

3 in U (recall that the λi are twice the sectional
curvatures). By the contracted Bianchi identity, we then have that
R is constant on U. Since M3 is connected, it is easy to conclude
that

λ1 = λ2 = λ3 =
R

3

on all of M, where the scalar curvature R is a negative constant.
Thus, if Rm (g (t0)) ⊂ K for some t0 and if g (t0) does not have
constant negative sectional curvature, then Rc ≥ 0.

(5) Given C0 > 0, C1 ≥ 1/2, C2 <∞ and δ > 0, let

K =

M :
λ3(M)−λ1(M)−C2 (λ1(M)+λ2(M)+λ3(M))1−δ≤ 0,

λ3 (M) ≤ C1 (λ1 (M) + λ2 (M)) ,
λ1 (M) + λ2 (M) + λ3 (M) ≥ C0

 .

K is a convex set since λ3 − λ1 − C2 (λ1 + λ2 + λ3)1−δ is a convex
function for C2 > 0. Observe that if M ∈ K, then λ1 (M) +
λ2 (M) > 0 by the last two inequalities in the definition of K. We
have already seen that the inequalities λ1 + λ2 + λ3 ≥ C0 and
λ3 ≤ C1 (λ1 + λ2) are preserved under the ode. Since C0 > 0, we
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can compute

d

dt
log

(
λ3 − λ1

(λ1 + λ2 + λ3)1−δ

)

= δ (λ1 + λ3 − λ2)− (1− δ) (λ1 + λ2)λ2 + (λ2 − λ1)λ3 + λ2
2

λ1 + λ2 + λ3

≤ δ (λ1 + λ3 − λ2)− (1− δ) λ2
2

λ1 + λ2 + λ3
.

Note that

λ2
2

λ1 + λ2 + λ3
≥ 1

6

(λ1 + λ2)λ2

λ3
≥ 1

6C1
λ2

since λ2 + λ3 ≤ 2λ3 ≤ 2C1 (λ1 + λ2) , and we also have

λ1 + λ3 − λ2 ≤ λ3 ≤ C1 (λ1 + λ2) ≤ 2C1λ2.

Hence, choosing δ > 0 small enough so that δ
1−δ ≤

1
12C2

1
, we have

d

dt
log

(
λ3 − λ1

(λ1 + λ2 + λ3)1−δ

)
≤ 0.

Since λ3 − λ1 ≥
∣∣Rc−1

3Rg
∣∣ , this implies the following:

(Ricci pinching improves) Suppose M3 is closed and g0 has
positive Ricci curvature. There exist constants C < ∞ and δ > 0
such that

(3.16)

∣∣∣∣Rc−1

3
Rg

∣∣∣∣ ≤ CR1−δ (n = 3) .

Remark 3.11. The 2-tensor Rc−1
3Rg is the trace-free part of the Ricci

tensor and ∣∣∣∣Rc−1

3
Rg

∣∣∣∣2 = |Rc|2 − 1

3
R2,

which vanishes everywhere exactly when g is Einstein.

Exercise 3.12 (3d trace-free part of Rc and Rm). Show that when n = 3,

(3.17)

∣∣∣∣Rm−1

3
R Id Λ2

∣∣∣∣2 = 4

∣∣∣∣Rc−1

3
Rg

∣∣∣∣2 .
In summary, the main estimates we have proved for the curvatures are

(3.11), (3.15) and (3.16).

Let [0, T ) denote the maximum time interval of existence of our solution.
Recall that from applying the maximum principle to the evolution equation
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for scalar curvature (2.9), we have

Rmin (t) ≥ 1

Rmin (0)−1 − 2
3 t
.

Since Rmin (0) > 0, we conclude T ≤ 3
2Rmin (0)−1 <∞. In Section 5 we shall

prove that

(3.18) sup
M×[0,T )

|Rm| =∞.

Intuitively speaking, we are in good shape now. Since the Ricci curvature
is positive, the metric is shrinking: ∂

∂tg = −2 Rc < 0. If we can show
an appropriate gradient estimate for the scalar curvature, then we could
conclude limt→T Rmin (t) =∞. Assuming this, we then would have∣∣∣∣Rc

R
− 1

3
g

∣∣∣∣ (x, t) ≤ CR−δ (x, t) ,

which tends to 0 as t → T uniformly in x. To finish the proof of Theorem
3.2, we need to further show that the solution g̃

(
t̃
)

to the corresponding
normalized Ricci flow exists for all time and the scale invariant quantity∣∣∣ R̃c
R̃
− 1

3 g̃
∣∣∣ decays exponentially to zero as t̃ → ∞. See the next section for

the gradient of scalar curvature estimate. After that, we shall show that
under the normalized Ricci flow the curvature tends to a constant. Finally
we prove the long time existence and exponential convergence of the solution
to a constant sectional curvature metric.

Remark 3.13 (S2 × S1 example). It is instructive to keep in mind the
example of the round product S2×S1 which has nonnegative Ricci curvature
but not positive Ricci curvature. Under the Ricci flow the metric remains
a round product. If the initial S2 has radius r0, then the radius at time t
is r (t) =

√
r2

0 − 2t. The radius of the circle S1 remains constant since the
Ricci curvature in the circle direction is zero. Note that at any point and
time the curvature operator takes the form

Rm =

 R 0 0
0 0 0
0 0 0

 .

In particular, ∣∣∣∣Rm−1

3
R Id Λ2

∣∣∣∣2 =
2

3
R2.

4. Gradient bounds for the scalar curvature

A fundamental estimate used in combination with the ‘Ricci pinching im-
proves’ estimate is the gradient estimate for the scalar curvature. In
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Section 6 of Chapter 5 we shall give a proof of the sequential convergence
of the Ricci flow to constant sectional curvature which bypasses this esti-
mate; so the reader who is only interested in the topological consequences
of Theorem 3.2 may skip this section.

Proposition 3.14 (Scalar curvature gradient estimate). Let
(
M3, g (0)

)
be

a closed 3-manifold with positive Ricci curvature. For any ε > 0, there exists
C (ε) depending only on ε and g (0) such that

|∇R|2 (x, t) ≤ εR (x, t)3 + C (ε)

as long as the solution exists.

Remark 3.15. We present the original proof in [275]. For a different proof
using the Cheeger-Gromov-type compactness theorem for the Ricci flow, see
Proposition 7.4; there the result is valid in all dimensions assuming that a
pinching estimate for the Riemann curvature tensor holds for the solution.

The rest of this section is devoted to proving the above gradient esti-
mate. First we need a consequence of the contracted second Bianchi identity.
Decomposing the 3-tensor ∇iRjk into its irreducible components, we let

∇iRjk + Eijk + Fijk,

where

(3.19) Eijk +
1

20
(∇jRgik +∇kRgij) +

3

10
∇iRgjk.

Then 〈Eijk, Fijk〉 = 0, |Eijk|2 = 7
20 |∇iR|

2 and

(3.20) |∇iRjk|2 = |Eijk|2 + |Fijk|2 ≥
7

20
|∇iR|2 .

This estimate is better than the more elementary |∇iRjk|2 ≥ 1
3 |∇iR|

2 which

follows from the general estimate |aij |2 ≥ 1
n

(
gijaij

)2
and n = 3 (see [312]

for its generalization to higher dimensions).

Exercise 3.16 (Quicker proof with a worse constant). By using the inequal-
ity ∣∣∣∣∇iRjk − 1

3
∇iRgjk

∣∣∣∣2 ≥ 1

3

∣∣∣∣div

(
Rc−1

3
Rg

)∣∣∣∣2
and the contracted second Bianchi identity, show that

|∇iRjk|2 ≥
37

108
|∇iR|2 ,

which is weaker than (3.20).

In computing evolution equations for various quantities, the following
general calculation is useful.
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Exercise 3.17. Let � + ∂
∂t − ∆. Prove that if f and h are functions of

space and time and if p, q ∈ R, then

�

(
fp

hq

)
= p

fp−1

hq
�f − q fp

hq+1
�h

− p (p− 1)
fp−2

hq
|∇f |2 − q (q + 1)

fp

hq+2
|∇h|2(3.21)

+ 2pq
fp−1

hq+1
〈∇f,∇h〉 .

In particular, taking p = q = 1, we obtain

(3.22) �

(
f

h

)
=

1

h
�f − f

h2
�h+

2

h

〈
∇h,∇

(
f

h

)〉
.

So that the reader knows that he or she needs to fill in some details, we
give the following.

Exercise 3.18. Prove (3.23) and (3.25) below.

Now we present the proof of the gradient of scalar curvature estimate.
We compute

(
∂

∂t
−∆

)(
|∇R|2

R

)
= − 2

R3
|R∇i∇jR−∇iR∇jR|2

+
4

R

〈
∇R,∇ |Rc|2

〉
− 2
|Rc|2

R2
|∇R|2

≤ 16 |∇Rc|2 − 2
|Rc|2

R2
|∇R|2 ,(3.23)

where we used |Rc| ≤ R and |∇R| ≤
√

3 |∇Rc| ≤ 2 |∇Rc| . Since

(
∂

∂t
−∆

)(
R2
)

= −2 |∇R|2 + 4R |Rc|2 ,

and |Rc|2 ≥ 1
3R

2, this implies that for any ε ≤ 1/3, we have

(
∂

∂t
−∆

)(
|∇R|2

R
− εR2

)
≤ 16 |∇iRjk|2 −

4

3
εR3.
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To handle the bad (positive) |∇iRjk|2 term on the rhs, we bring in the
equation(

∂

∂t
−∆

)(
|Rc|2 − 1

3
R2

)
= −2

(
|∇iRjk|2 −

1

3
|∇iR|2

)
(3.24)

− 2R3 +
26

3
R |Rc|2 − 8 Trace g

(
Rc 3

)
≤ − 2

21
|∇iRjk|2 + 4R

(
|Rc|2 − 1

3
R2

)
,(3.25)

which has a good |∇iRjk|2 term on the rhs. Note that (3.20) was used to
obtain the last inequality. Combining the above formulas yields(

∂

∂t
−∆

)(
|∇R|2

R
− εR2 + 168

(
|Rc|2 − 1

3
R2

))
≤ C (ε) ,

where we use the fact that there exist δ > 0 and C < ∞ such that |Rc|2 −
1
3R

2 ≤ CR2−δ (3.16). Since the solution exists only for a finite time, we
have

|∇R|2

R
− εR2 + 168

(
|Rc|2 − 1

3
R2

)
≤ C.

Dropping the positive 168
(
|Rc|2 − 1

3R
2
)

term (which was only included to

produce good negative terms on the rhs of the evolution equation), we
obtain

|∇R|2

R
≤ C + εR2.

Proposition 3.14 follows easily.

The paths toward obtaining various estimates are often/usually not
unique. Here is a variation on the above theme.

Exercise 3.19 (∇R estimate again). Let
(
M3, g (0)

)
be a closed 3-manifold

with positive Ricci curvature. Prove the following variant of the gradient of
scalar curvature estimate. There exists a constant δ > 0 depending only on
g (0) such that for any β > 0

(3.26)
|∇R|2

R3
≤ βR−δ + CR−3,

where C <∞ depends only on β and g (0) .

Hint: Let

V +
|∇R|2

R
+

37

2

(
8
√

3 + 1
)(
|Rc|2 − 1

3
R2

)
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and show that

∂

∂t
V ≤ ∆V − |∇Rc|2 +

7400
√

3 + 925

3
R

(
|Rc|2 − 1

3
R2

)
≤ ∆V − |∇Rc|2 + CR3−2δ,

where we used (3.16) to get the last inequality. Then use the equation

∂

∂t
R2−δ = ∆

(
R2−δ

)
− (2− δ) (1− δ)R−δ |∇R|2 + 2 (2− δ)R1−δ |Rc|2

to derive
∂

∂t

(
V − βR2−δ

)
≤ ∆

(
V − βR2−δ

)
+ C,

where C depends only on β and g (0) . Estimate (3.26) follows from this.

Exercise 3.20. Show that

F +
|Rc|2 − 1

3R
2

R2−δ

satisfies

∂F

∂t
= ∆F +

2 (1− δ)
R

〈∇R,∇F 〉 − 2

R4−δ |R∇iRjk −∇iR ·Rjk|
2

− δ (1− δ)
R4−δ

(
|Rc|2 − 1

3
R2

)
|∇R|2(3.27)

+
2

R3−δ

(
δ |Rc|2

(
|Rc|2 − 1

3
R2

)
− J

)
,

where J + 2 |Rc|4 +R
(
R3 − 5R |Rc|2 + 4 Trg

(
Rc3

))
.

Remark 3.21. The above formula leads to another proof of (3.16). In
particular, the key to proving that F is uniformly bounded is to show that if
Rc ≥ εRg and R > 0, then

J ≥ 2ε2 |Rc|2
(
|Rc|2 − 1

3
R2

)
.

We leave it to the reader to verify this.

5. Curvature tends to constant

In this section we apply the gradient estimate and the Bonnet-Myers theo-
rem to show that the global pinching of the scalar curvature tends to 1 as
we approach the singularity time.

Lemma 3.22 (Global scalar curvature pinching). We have

(3.28) lim
t→T

Rmax (t)

Rmin (t)
= 1.
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In fact, there exist constants C <∞ and γ > 0 depending only on g (0) such
that

(3.29)
Rmin (t)

Rmax (t)
≥ 1− CRmax (t)−γ

for all t ∈ [0, T ).

Remark 3.23. By Theorem 6.3 (whose proof is independent of our discus-
sion here), we have lim

t→T
max
Mn
|Rm (·, t)| = ∞. Since n = 3 and Rc > 0, we

have (1.62) and R ≥ |Rc|; hence limt→T Rmax (t) = ∞. This and (3.29)
imply (3.28) and

lim
t→T

Rmin (t) =∞.

Proof. By (3.26), infM3×[0,T )R > 0, and limt→T Rmax (t) = ∞, there exist
constants C <∞ and δ > 0 such that

|∇R (x, t)| ≤ CRmax (t)3/2−δ

for all x ∈ M3 and t ∈ [0, T ). Given t ∈ [0, T ), there exists xt ∈ M3 such
that Rmax (t) = R (xt, t) . Given η > 0, to be chosen sufficiently small later,

for any point x ∈ Bg(t)
(
xt,

1

η
√
Rmax(t)

)
we have

Rmax (t)−R (x, t) ≤ 1

η
√
Rmax (t)

max
M3
|∇R (t)| ≤ C

η
Rmax (t)1−δ

so that

(3.30) R (x, t) ≥ Rmax (t)

(
1− C

η
Rmax (t)−δ

)
for all x ∈ Bg(t)

(
xt,

1

η
√
Rmax(t)

)
. We claim that this ball is all of M3, from

which (3.29) follows. The argument goes like this. Since limt→T Rmax (t) =
∞, by (3.30), there exists τ < T such that for t ∈ [τ, T ) we have

R (x, t) ≥ Rmax (t) (1− η)

for all x ∈ Bg(t)

(
xt,

1

η
√
Rmax(t)

)
. Now the Bonnet-Myers Theorem 1.127

and the pinching estimate Rc ≥ εRg, where ε > 0, show that for η > 0

sufficiently small M3 = Bg(t)

(
xt,

1

η
√
Rmax(t)

)
. �

Lemma 3.24 (Global sectional curvature pinching). For every ε ∈ (0, 1) ,
there exists τ < T such that for all t ∈ [τ, T ) the sectional curvatures of g (t)
are positive and

min
x∈M3

λ1 (Rm) (x, t) ≥ (1− ε) max
x∈M3

λ3 (Rm) (x, t) .
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Proof. By (3.16), there exist C <∞ and δ > 0 such that

λ1 (Rm)

λ3 (Rm)
(x, t) ≥ 1− C R1−δ

λ3 (Rm)
(x, t) ≥ 1− 3CRmin (t)−δ

for all x ∈ M3 and t ∈ [0, T ). We leave it as an exercise to the reader to
show that this implies that for any ε > 0, there exists τ < T such that for
any x, y ∈M3 and t ∈ [τ, T ) we have

(3.31) λ1 (Rm) (x, t) ≥ (1− ε)λ3 (Rm) (y, t) .

The idea for deriving the comparison (3.31) is to make an intermediate
comparison with the scalar curvature of the point in question, whether it be
x or y. �

Recall that the Rauch-Klingenberg-Berger topological sphere Theorem
1.153 implies that if N3 is simply connected and g on N3 satisfies

min
x∈N3

λ1 (Rm) (x) >
1

4
max
x∈N3

λ3 (Rm) (x) ,

then N3 is diffeomorphic to the 3-sphere. Hence the above lemma implies
that the universal cover M̃3 is diffeomorphic to the 3-sphere.

6. Exponential convergence of the normalized flow

Now we revert back to the normalized flow

∂

∂t
gij = −2Rij +

2

3
rgij .

This flow is equivalent to the original Ricci flow by rescaling time and space
(i.e., the metrics); see Section 1. It is useful to know how evolution equations
change upon normalizing the Ricci flow. We say that a tensor quantity X
depending on the metric g has degree k in g if X (cg) = ckX (g) for any
c > 0.

Exercise 3.25 (Degrees of tensors). Show that the (4, 0)-tensor Rm has
degree 1, Rc has degree 0, R has degree −1, and dµ has degree n/2 (if
dimM = n).

The following result concerning the normalized Ricci flow introduced in
Section 1 is not hard to prove.

Lemma 3.26 (Going from unnormalized to normalized RF). If an expres-
sion X = X (g) formed algebraically from the metric and the Riemann cur-
vature tensor by contractions has degree k and if under the Ricci flow

(3.32)
∂X

∂t
= ∆X + Y,
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then the degree of Y is k − 1 and the evolution under the normalized Ricci
flow ∂

∂t̃
g̃ij = −2R̃ij + 2

n r̃g̃ij of X̃ + X (g̃) is given by

(3.33)
∂X̃

∂t̃
= ∆̃X̃ + Ỹ + k

2

n
r̃X̃.

Remark 3.27. The above lemma also holds when the equalities in (3.32)
and (3.33) are replaced by inequalities going the same way.

Exercise 3.28. Prove Lemma 3.26.

Next we study the maximum and average scalar curvatures under the
Ricci flow.

Lemma 3.29.

Rmax (t) ≥ 1

2 (T − t)
and in particular, ∫ T

0
Rmax (t) dt =∞.

Proof. First recall that limt→T Rmax (t) = ∞. We compute (using Section
6 in Appendix B)

d

dt
Rmax (t) ≤ 2 max

M×{t}
|Rc|2 ≤ 2Rmax (t)2 .

Hence d
dtRmax (t)−1 ≥ −2 so that −Rmax (t)−1 ≥ −2 (T − t) and the lemma

follows. �

Exercise 3.30. Show that if [0, T̃ ) is the maximal time interval of existence

of the normalized Ricci flow, then
∫ T̃

0 r̃
(
t̃
)
dt̃ =∞.

Hint: Show that ∫ t̃0

0
r̃
(
t̃
)
dt̃ =

∫ t0

0
r (t) dt.

Each of the following estimates represents in some way the fact that
under the normalized Ricci flow the metrics converge to constant curvature
exponentially fast. The order in which they are stated reflects a natural
order in which they are proved.

Lemma 3.31 (Estimates for the normalized RF). If
(
M3, g (0)

)
is a closed

3-manifold with positive Ricci curvature, then under the normalized Ricci
flow we have the following estimates. Let [0, T̃ ) denote the maximal time
interval of existence of the normalized Ricci flow. There exist constants
C <∞ and δ > 0 such that
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(1)

lim
t̃→T̃

R̃max

(
t̃
)

R̃min

(
t̃
) = 1,

(2)

R̃c ≥ δR̃g̃,
(3)

R̃max

(
t̃
)
≤ C,

(4)

T̃ =∞,
(5)

R̃min

(
t̃
)
≥ 1

C
,

and hence diam (g̃ (t)) ≤ C,
(6) ∣∣∣∣R̃c− 1

3
R̃g̃

∣∣∣∣ ≤ Ce−δt̃,
(7)

R̃max

(
t̃
)
− R̃min

(
t̃
)
≤ Ce−δt̃,

(8)

(3.34)

∣∣∣∣R̃c− 1

3
r̃g̃

∣∣∣∣ ≤ Ce−δt̃.
Proof. Parts (1) and (2) follow from the corresponding estimates for the
unnormalized Ricci flow since the inequalities are scale-invariant.

Part (3): Since R̃ij ≥ 0, by the Bishop-Gromov volume comparison the-

orem, we have const = Vol
(
g̃
(
t̃
))
≤ C diam

(
g̃
(
t̃
))3

for a universal constant

C. Now since R̃c ≥ εR̃max · g̃ for some ε > 0 (combine (1) and (2)), by the
Bonnet-Myers theorem, we have

(3.35) diam
(
g̃
(
t̃
))
≤ CR̃max

(
t̃
)−1/2

and we conclude R̃max

(
t̃
)
≤ C.

Part (4) is left as an exercise. Use
∫ T̃

0 r̃
(
t̃
)
dt̃ =∞.

Part (5): By Klingenberg’s injectivity radius estimate (see Theorem
1.115) and replacing

(
M3, g̃

(
t̃
))

by their universal covering Riemannian

manifolds
(
M̃3, ˜̃g (t̃)) , we have

inj
(˜̃g (t̃)) ≥ εR̃max

(
t̃
)−1/2



6. Exponential convergence of the normalized flow 145

for some universal constant ε > 0. Since sect
(˜̃g (t̃)) ≤ CR̃max

(
t̃
)
, this

implies Vol
(˜̃g (t̃)) ≥ εR̃max

(
t̃
)−3/2

for some other constant ε > 0. Hence

we have

const = Vol
(
g̃
(
t̃
))
≥ δ′R̃max

(
t̃
)−3/2

,

where δ′ > 0 depends also on
∣∣π1

(
M3
)∣∣ < ∞. Hence R̃max

(
t̃
)
≥ 1

C and

the same estimate holds for R̃min

(
t̃
)

by (1). Now by (3.35) we also have a

uniform upper bound for the diameter of g̃
(
t̃
)
.

Part (6): Let

f̃ +

∣∣∣R̃c− 1
3R̃g̃

∣∣∣2
R̃2

.

f̃ satisfies the same equation as for its counterpart f +
∣∣Rc−1

3Rg
∣∣2/R2

for the unnormalized flow. This equation is the following (see Exercise 3.33
below):

(3.36)
∂f

∂t
= ∆f + 2 〈∇ logR,∇f〉 − 2

R4
|R∇iRjk −∇iRRjk|2 + 4P,

where

P +
1

R3

(
5

2
R2 |Rc|2 − 2RTrace g

(
Rc 3

)
− 1

2
R4 − |Rc|4

)
.

This is actually the same P as in (10.82), where now vij = Rij and ρ = 0.
Note that when Rc = 1

3Rg, we have P = 0.One can show that if Rij ≥ εRgij ,
where R > 0 and ε ≥ 0, then

(3.37) P ≤ −ε2

∣∣Rc−1
3Rg

∣∣2
R

;

see Exercise 3.34 below. Hence we have

∂f̃

∂t̃
≤ ∆̃f̃ + 2

〈
∇̃ log R̃, ∇̃f

〉
− 4ε2

∣∣∣R̃c− 1
3R̃g̃

∣∣∣2
R̃

≤ ∆̃f̃ + 2
〈
∇̃ log R̃, ∇̃f

〉
− δ

(
R̃min

)
f̃ .(3.38)

The desired exponential decay estimate for f̃ now follows from the maximum
principle to (3.38) using R̃min ≥ 1

C > 0.

Part (7): We go back to (3.23) and (3.25). Adding these two equations
implies that

ψ +
|∇R|2

R
+ 168

(
|Rc|2 − 1

3
R2

)
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satisfies, under the unnormalized Ricci flow,(
∂

∂t
−∆

)
ψ ≤ 672R

(
|Rc|2 − 1

3
R2

)
.

Hence, for the normalized Ricci flow, the corresponding quantity ψ̃ satisfies(
∂

∂t̃
− ∆̃

)
ψ̃ ≤ Ce−δt̃ − 4

3
r̃ψ̃,

where we used 672R̃

(∣∣∣R̃c
∣∣∣2 − 1

3R̃
2

)
≤ Ce−δt̃. Since 4

3 r̃ ≥ δ1 for some δ1 ∈

(0, δ], we can conclude that(
∂

∂t̃
− ∆̃

)(
eδ1 t̃ψ̃ − Ct̃

)
≤ 0

and hence ψ̃ ≤ Ce−δ1 t̃
(
1 + t̃

)
. This gives us the gradient estimate

∣∣∣∇̃R̃∣∣∣ ≤
Ce−

49
100

δ1 t̃. Since the diameters of g̃
(
t̃
)

are uniformly bounded, we obtain (7)
by integrating the gradient estimate along minimal geodesics.

Part (8) follows from (6) and (7). �

Exercise 3.32. Prove part (4) of Lemma 3.31.

Exercise 3.33. Prove (3.36).

Hint: Use (3.25), (3.21) and the evolution equation for R.

Exercise 3.34. Prove (3.37).

Hint: First show that

R3P = −
(
a4 + b4 + c4 + abc2 + ab2c+ a2bc

)
+ ab3 + a3b+ ac3 + a3c+ bc3 + b3c

= − (a− b)2 (a2 + (a+ b) (b− c)
)
− c2 (a− c) (b− c) ,

where a, b, c denote the eigenvalues of Rc .

By (3.34) and Lemma 6.10, we obtain the following.

Corollary 3.35. There exists a constant C <∞ such that

1

C
g̃ (0) ≤ g̃

(
t̃
)
≤ Cg̃ (0)

for all t̃ ∈ [0,∞), and the metrics g̃
(
t̃
)

converge uniformly on compact sets

to a continuous metric g̃ (∞) as t̃→∞.

Next we study the higher derivatives of the curvature. We shall use the
following interpolation inequality for tensors (see Corollaries 12.6 and 12.7
of [275]).
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Lemma 3.36. For any k ∈ N there exists a constant C depending only on
k and n such that for any p -tensor αi1···ip

(1) ∫
M

∣∣∇jα∣∣2k/j dµ ≤ C max
M
|α|2

(
k
j
−1
) ∫

M

∣∣∣∇kα∣∣∣2 dµ
for any j = 1, . . . , k − 1, and

(2)∫
M

∣∣∇jα∣∣2 dµ ≤ C (∫
M

∣∣∣∇kα∣∣∣2 dµ)j/k (∫
M
|α|2 dµ

)1−(j/k)

for any j = 0, . . . , k.

Under the normalized Ricci flow, the higher derivatives of the Ricci
curvature decay exponentially.

Lemma 3.37.

(3.39)
∣∣∣∇̃kR̃c

∣∣∣ ≤ Ce−δt̃
for all k ∈ N.

Remark 3.38. Since we are in dimension 3, the statement with R̃c replaced

by R̃m is exactly the same.

Proof. We first show that under the unnormalized Ricci flow

(3.40)
d

dt

∫
M

∣∣∣∇k Rm
∣∣∣2 dµ ≤ −2

∫
M

∣∣∣∇k+1 Rm
∣∣∣2 dµ+ C max

M
|Rm|

∫
M

∣∣∣∇k Rm
∣∣∣2 dµ

for some constant C <∞. To prove this, by Exercise 6.29 we have

∂

∂t

∣∣∣∇k Rm
∣∣∣2≤ ∆

∣∣∣∇k Rm
∣∣∣2−2

∣∣∣∇k+1 Rm
∣∣∣2+

k∑
`=0

∣∣∣∇` Rm
∣∣∣∣∣∣∇k−` Rm

∣∣∣∣∣∣∇k Rm
∣∣∣ .

Thus we compute

d

dt

∫
M

∣∣∣∇k Rm
∣∣∣2 dµ+ 2

∫
M

∣∣∣∇k+1 Rm
∣∣∣2 dµ

≤
k∑
`=0

∫
M

∣∣∣∇` Rm
∣∣∣ ∣∣∣∇k−` Rm

∣∣∣ ∣∣∣∇k Rm
∣∣∣ dµ

≤
k∑
`=0

(∫
M

∣∣∣∇` Rm
∣∣∣ 2k
`
dµ

) `
2k
(∫

M

∣∣∣∇k−` Rm
∣∣∣ 2k
k−`

dµ

) k−`
2k

(3.41)

×
(∫

M

∣∣∣∇k Rm
∣∣∣2 dµ) 1

2

.
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By Lemma 3.36(1), we have(∫
M

∣∣∣∇` Rm
∣∣∣ 2k
`
dµ

) `
2k

≤ C max
M
|Rm|(1− `

k )
(∫

M

∣∣∣∇k Rm
∣∣∣2 dµ) `

2k

(∫
M

∣∣∣∇k−` Rm
∣∣∣ 2k
k−`

dµ

) k−`
2k

≤ C max
M
|Rm|

`
k

(∫
M

∣∣∣∇k Rm
∣∣∣2 dµ) k−`

2k

.

Applying these inequalities to (3.41) implies (3.40).

Now for the normalized Ricci flow, since all the terms in (3.40) have the
same degree of homogeneity, we have the same estimate:

(3.42)
d

dt̃

∫
M

∣∣∣∇̃kR̃c
∣∣∣2 dµ̃ ≤ −2

∫
M

∣∣∣∇̃k+1R̃c
∣∣∣2 dµ̃+ C

∫
M

∣∣∣∇̃kR̃c
∣∣∣2 dµ̃,

where we used maxM

∣∣∣R̃c
∣∣∣ ≤ C and dimension 3 to replace R̃m by R̃c. We

apply Lemma 3.36(2) to get∫
M

∣∣∣∇̃kR̃c
∣∣∣2 dµ ≤ C (∫

M

∣∣∣∇̃k+1R̃c
∣∣∣2 dµ) k

k+1

(∫
M

∣∣∣∣R̃c− r̃

3
g̃

∣∣∣∣2 dµ
) 1

k+1

using the fact that
∣∣∣∇̃mR̃c

∣∣∣2 =
∣∣∣∇̃m (R̃c− r̃

3 g̃
)∣∣∣2 for m ∈ N. Hence

d

dt̃

∫
M

∣∣∣∇̃kR̃c
∣∣∣2 dµ̃ ≤ C (∫

M

∣∣∣∣R̃c− r̃

3
g̃

∣∣∣∣2 dµ
) 1

k+1

≤ Ce−δt̃

and we have ∫
M

∣∣∣∇̃kR̃c
∣∣∣2 dµ̃ ≤ C

independent of t̃. We can now apply Lemma 3.36(1) again to obtain∫
M

∣∣∣∇̃jR̃c
∣∣∣2k/j dµ̃ ≤ C max

M

∣∣∣∣R̃c− r̃

3
g̃

∣∣∣∣2
(
k
j
−1
) ∫

M

∣∣∣∇̃kR̃c
∣∣∣2 dµ̃

for any j = 1, . . . , k− 1. Hence, given any j, p ∈ N, we may choose k = pj to
conclude ∫

M

∣∣∣∇̃jR̃c
∣∣∣2p dµ̃ ≤ C max

M

∣∣∣∣R̃c− r̃

3
g̃

∣∣∣∣2(p−1) ∫
M

∣∣∣∇̃pjR̃c
∣∣∣2 dµ̃

≤ Ce−δt̃

for some C < ∞ and δ > 0. Since all of the metrics g̃
(
t̃
)

are uniformly
equivalent for t ∈ [0,∞), the Sobolev constant is uniformly bounded and it
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follows that for any k ∈ N, there exists C <∞ and δ > 0 such that∣∣∣∇̃kR̃c
∣∣∣ ≤ Ce−δt̃.

�

From the above lemma and the fact that we can estimate the derivatives
of the metrics in terms of the estimates for the derivatives of the Ricci tensor,
one can complete the proof of Theorem 3.2.

Completion of the proof of Theorem 3.2. By Corollary 3.35 the met-
rics g̃

(
t̃
)

are uniformly equivalent and converge uniformly on compact sets

to a continuous metric g̃ (∞) as t̃ → ∞. On the other hand, the estimates
(3.39) imply the exponential convergence in each Ck-norm of g̃

(
t̃
)

to g̃ (∞) .
This implies g̃ (∞) is C∞. Furthermore, by (3.34) we conclude∣∣∣∣R̃c− 1

3
r̃g̃

∣∣∣∣ (∞) ≡ 0.

That is, g̃ (∞) has constant positive sectional curvature. �

7. Notes and commentary

The original proof of Theorem 3.2 is given in Hamilton [275]. Some of the
solutions of the exercises in this chapter may be found in the text of [163].

Section 3. There is an interesting question related to (3.15).

Conjecture 3.39 (Hamilton). If
(
M3, g

)
is a complete Riemannian 3-

manifold with Rc ≥ εRg, where R > 0 and ε > 0, then M3 is compact.

Chen and Zhu [122] (see also [153] for an exposition) proved that if(
M3, g

)
is a complete Riemannian 3-manifold with bounded nonnegative

sectional curvature and Rc ≥ εRg with ε > 0, then M3 is either compact
or flat. A related question is the following (see Chapter 10 for more on
differential Harnack inequalities).

Problem 3.40. If
(
M3, g (t)

)
is a complete solution to the Ricci flow on a

3-manifold with nonnegative Ricci curvature which is bounded on compact
time intervals, can one prove a trace differential Harnack inequality? One
could hope for an inequality similar to (10.45).

Note that a result related to the first problem above, due to Hamilton
[285], is the following.

Theorem 3.41. If Mn ⊂ Rn+1 is a C∞ complete, strictly convex hypersur-
face with hij ≥ εHgij for some ε > 0, then Mn is compact.

Analogous to the second problem posed above is the following.
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Problem 3.42. Does there exist a Harnack inequality for solutions to the
mean curvature flow with nonnegative mean curvature and second fundamen-
tal form which is bounded on compact time intervals? In particular, can one
prove a differential Harnack inequality? Here one hopes for an inequality
similar to (10.86).

Comparison with mean curvature flow (MCF). It is interesting
to compare the Ricci flow with the MCF; scattered throughout the rest of
the book we shall see analogies and relations between the two flows. Let
Xt : Mn−1 → Rn, t ∈ [0, T ), be a solution to the mean curvature flow:

(3.43)
∂X

∂t
(p, t) = −H (p, t) ν (p, t) , p ∈Mn−1, t ∈ [0, T ),

where H is the mean curvature and ν is the unit outward normal. This is
the gradient flow for the volume functional.

Lemma 3.43 (Basic evolutions under MCF, [311]). We have the following
evolution equations for the induced metric gij , second fundamental form hij ,
and H:

∂

∂t
gij = −2Hhij ,

∂

∂t
hij = ∆hij − 2Hhikhkj + |h|2 hij ,

∂

∂t
H = ∆H + |h|2H.

Proof. We leave this as an exercise. Use the formulas H = gijhij ,

gij =

〈
∂X

∂xi
,
∂X

∂xj

〉
,

hij =

〈
∂X

∂xi
,
∂ν

∂xj

〉
= −

〈
∂2X

∂xi∂xj
, ν

〉
.

While carrying out the computation, keep in mind that the inner product
of a tangential vector with a normal vector is zero. �

Exercise 3.44. Suppose that we have the flow ∂X
∂t = −βν, where β is some

function. Compute the evolution equations for gij , ν, hij and H.

From Lemma 3.43 one can show (see [311]) using the maximum principle
for tensors that if H ≥ 0, then the inequalities

αHgij ≤ hij ≤ βHgij
are preserved under the MCF. Compare this with the ‘Ricci pinching is
preserved’ estimate (3.15).
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The Codazzi equations ∇ihjk = ∇jhik imply that one can improve the

estimate |∇ihjk|2 ≥ 1
n−1 |∇iH|

2 to1

(3.44) |∇ihjk|2 ≥
3

n+ 1
|∇iH|2

(this is an improvement only when n ≥ 3); see [311] for details. Compare
this with (3.20).

Remark 3.45. If the hypersurface Mn−1 is totally umbillic, so that h =
H
n−1g, then from (3.44) we have 1

n−1 |∇H|
2 ≥ 3

n+1 |∇H|
2 . When n ≥ 3, this

implies |∇H| = 0. (Compare with Exercise 1.184.)

Huisken’s pinching theorem says that if Mn−1 is a closed convex hyper-
surface evolving by the mean curvature flow, then

(3.45)

∣∣∣∣hij − 1

n− 1
Hgij

∣∣∣∣ ≤ CH1−δ.

Compare with the ‘Ricci pinching improves’ estimate (3.16). Pointwise es-
timates are not sufficient to obtain this since, under the ode corresponding
to the pde for hij , the pinching is preserved but not improved. In [311] an
iteration argument is used to obtain (3.45).

1As usual,
∣∣∇ihjk∣∣2 + gipgjqgkr∇ihjk∇phqr.


